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Abstract

Analog PAL based TV transmission is no more � DVB has taken over in Germany. This

should be legitimate reason to take a really deep look into how the new technology works and

what needs to be done to get your own transmission into the ether. The base for our lecture is

a standard CVBS signal coming from a video camera. From there we will go with it through

all the necessary stages of encoding, framing, multiplexing and modulating.

1 Introduction

With the shutdown of the classic anolog TV transmission in Bavaria at the end of May 2006 and
with the foreseeable conversion to a transmission using the Digital Video Broadcasting standard
[1] in Germany and Europe, the question to be asked is: Is it still possible to handle this new
technology as an amateur with a non-enterprise budget?

Of course this question doesn't refer to the acquisition of a new TV set along with a DVB decoder
in the next shopping mall, but to the issue of creating and sending your own DVB signal without
the need for a chip prototyping setup...

In our paper we're going to deliver an answer to that question � and also an overview, how DVB
works at all. The individual steps to be taken are no more complicated than they were with analog
TV � but now there are much more things to be taken care of.

We used a lot of readily available components like the MPEG2 encoder, but our work lies in
the creation of a FPGA1 �rmware for the modulation of the DVB-T COFDM signal. When that
worked properly, we started including DVB-C as well and now DVB-S is the next item on the list.

2 Encoding

In the following we're going to give you an introduction to DVB and what has to be done in order
to bring for example the video and audio signal of a camera into the ether. Luckily the major part
of the DVB standard is independent of the actual distribution of the signal, i.e. DVB-S, DVB-C,
DVB-T, and with some exceptions DVB-H use the same algorithms for coding, compression and
packetizing.

Figure 1 on the next page shows the basic composition of our transmitter along with the most
important signal paths.

2.1 Video

The lion's share of the transmission is taken up by the picture data � two to four MBit/s when
using DVB-T, up to eight MBit/s on DVB-S, depending on the �nancial power of the TV station.
Accordingly, the video codec is the critical subsystem for an e�ective utilisation of the available
bandwith.

1Field Programmable Gate Array
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Figure 1: DVB modulator/transmitter overview

2.1.1 Input format

Base of operations is an analog CVBS2 as it is delivered by any consumer video camera or a TV-out
port of a computer graphics card. An A/D converter digitizes this signal and sends it to the MPEG2
video encoder via an ITU-656 interface [2]. ITU-656 is the most common denominator for delivering
digital video pixeldata: The picture data is sent over an eight bit bus accompanied by the 27MHz
pixel clock on a seperate signal line. Synchronisation is done using a known start-of-active-video
bitpattern.

As colorspace not RGB3 is used, but the YUV-format [3], which is common for TV transmis-
sion technology: Y is the luminance or brightness of a pixel, U and V contain the color value
(chrominance). This format is one result of the invention of color TV: U and V were added to the
old black-and-white signal in such a way that an old TV would just ignore them while still being
compatible to the new TV standard. Since the brightness is already contained in the black-and-
white signal, there is no need to transmit it again in the three RGB components thus YUV saves
bandwith.

For the reception in the human eye another aspect is interesting: The eye distinguishes brightness
di�erences with much greater resultion than di�erent colourings. As a result of that, that it makes
sense to transmit the Y-component with more bandwith than U and V.

In total the ITU-656 interface delivers about 206 MBit/s of data corresponding to uncompressed
PAL video at an resolution of 720x565 pixels plus blanking interval.

2.1.2 Video-Compression

The actual video compression is de�ned in the ISO standard ISO/IEC-13818-2 [4] and shown in
�gure 2. Another very comprehensible description of the algorith can be found in [5].

The most crucial part of the codec is the prediction of future picture contents. This prediction
tries to create an prognosis of the next frame by analyzing current and past data. The better this
works the less the di�erence to reality is. As the encoder uses the same prediction algorith (or

2Colour Video Baseband Signal
3Red, green and blue as components
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Figure 2: ISO/IEC-13818-2 video encoder

predictor) as the decoder, it can calculate what the receiver will predict. This information is used
to �nally encode and transmit only the corrections to this prediction.

As every prediction has to be initialized at some point, there are several kinds of picture encoding
de�ned for the datastream:

Encoding Kind of prediction

I (Intra-Frame) no prediction � the frame is complete and is comparable
to a JPEG image. This is a point where the decoder can
newly start decoding the stream.

P (predictive coded picture) This frame uses the predictor but only has references to
frames in the past.

B (Bidirectionally predictive coded
picture)

This frame uses the predictor and has references to
frames in the past and to future frames.

With the existence of the B-frames it becomes clear that MPEG2 video doesn't send pictures
mandatorily in the order they are displayed on the screen, but that the encoder may decide to
send a frame earlier in order to allow for better predictions, thus saving bandwith in the end. The
decoder has to have enough RAM to keep images available until no further references are possible.
The encoder on the other side has to keep track of how full the decoder's memory is at any given
moment.

In detail the prediction works by the codec trying to detect the movement of image areas. For
example a ball could roll through the picture: The background will not change much but occupy
the major part of the scene. The ball is being moved over the image, but also changes hardly �
especially not if it is single coloured. Thus the predictor can assume that the object, which shifted
ten macroblocks to the right from the picture before last to the last, will do the same thing in the
next picture. Apart from that the background from the �rst I-frame can be reinserted without any
need for retransmission of that image area.

Using this method, the codec reduces spatial redundancy (the same ball is shown at di�erent
locations) and temporal redudancy (background is �rst shown, then masked by the ball, then
displayed again). Additionally there is a psychovisual redudancy: The eye cannot see all details of
the picture with the same resolution. For a viewer it is immediately apparent if the edge of a sheet
of paper on a dark desk is blurred, but he won't detect a light spot on the paper. According to
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that phenomenon the codec has to invest bandwith into edges but it can save on gradients.

To e�ectively �nd these edges, the codec doesn't work with the pixels the way they are delivered
by the A/D converter, but the data is transformed into the frequency domain using the discrete
Cosine transformation [6]. To be able to use the DCT, the picture is �rst divided into blocks of
eight by eight pixels.

The worst case szenario is a complete random distribution of values inside a block, because
then the frequency spectrum is completly used. But since this only happens rarely, it is another
possibility to save bits: Most of the blocks contain only a light colour gradient or mostly one edge.
Figure 3 shows two blocks and the DCT transformed equivalents.

Figure 3: Checker and gradient pattern and their DCTed equivalents

Most of the bits are put into the DC part and the lower frequencies (shown at the top left area
of the examples). There are several pro�les de�ning the exact distribution of the bandwith; from
these the encoder will chose one which serves a good compromise between data falsi�cation and
con�gured bandwith. This step is called quantizing � here the e�ective reduction of data is done.

After the quantizing step, only the coding of the prediction errors, the motion vectors and the
newly transmitted blocks into a bitstream needs to be done. Here a variable-length-code is used,
thus representing frequent symbols by short bitpatterns and rare symbols by longer ones.

Apart from the pure image data, the encoder also sends a collection of meta information which
is important for the decoder. Alongside the size of the screen in pixels this meta information also
contains data about the aspect ratio of the original data. Additionally a sync word is added to
allow the decoder to lock onto the bitstream.

2.2 Audio

The audio codec is more similar to the video codec than one might suspect at the �rst glance.
But the perception in the ear works very similar to seeing. This becomes clear while plotting the
spectrum of a sound like it is shown in �gure 4.

Figure 4: Windows asterisk sound spectrogram

The human ear cannot hear sounds that are directly adjacent to a frequency carrying a much
stronger second noise. It follows from the above that this is another possibility to reduce the data
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after the transformation into the frequency domain. Also there are other e�ects: E.g. that humans
are able to distinguish the volume of gentle sounds much more precisely than that of loud noises.
The A/D converter samples every loudness with the same amount of bits, which isn't necessary.

The DVB standard uses MPEG1 audio layer 2, de�ned in ISO/IEC-13818-3. Sadly this standard
could not be found freely available on the internet.

The audio codec itself is diagrammed in �gure 5. Other than to the video codec, it doesn't make
use of any predictor � this functionality appears only in layer 3, bettern known as MP3.
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Figure 5: ISO/IEC-13818-3 audio encoder

The �rst step on the one hand divides the signal into 32 subbands and on the other hand transforms
it into 512 frequency bands for further inspection. The 512 frequency bands are fed into the
psychoaccoustic model which uses them to decide how strongly each of the 32 subbands is perceived
and how many bits this perception is worth. In the following quantizing step the available bit budget
is distributed into the subbands, which results in the independence of MPEG1-L2 audio frames:
Each frame can be decoded without any knowledge of past or future frames. Apart from that all
frames have the same length, i.e. they represent always the same number of original samples.

Finally, the frame packer adds a sync word to the compressed data preparing it for transmission.

3 Streamformat

Both video and audio codec were not developed with a special transport mechanism in mind, which
is why they deliver a dataformat un�t for transmission: The video codec doesn't guarantee a �xed
data rate, but only stays under a given maximum and it doesn't produce packets with a �xed
length. The audio codec produces packets with a �xed length, but this length depends on the used
datarate.

Additionally a single transmitter delivers datarates between 16 MBit/s (DVB-T) to over 50 MBit/s
(DVB-C). This means that data coming from the codecs needs to be repacketized to gain a �xed
packet size and to allow for multiplexing of serveral programs into a single common stream.

3.1 Packetizing

DVB uses a constant packet size of 188 Bytes for all data � a value that arises from using four ATM
cells of 54 Bytes size together as a container, subtracting ATM header and ATM-adaption-layer.
ATM is usually used as feeding network for DVB transmitters.

Figure 6 shows the frame format of DVB transport stream packets.

Every packet starts with the sync byte 0x47, which is needed for locking onto the stream when
no additional synchronisation information is available.

The sync byte is followed by the actual transport stream header, which carries some �ags bits and
the payload ID (PID). Every service inside a transport stream is assigned a PID by the packetizer,
whereas the PIDs 0x0000 to 0x003f serve special purposes. As a typical TS contains at least three
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Figure 6: ISO/IEC-13818-1 Transport Stream packet header

or more TV programs, the demultiplexer in the receiver e.g. can use the two PIDs to �nd video
and audio data of a speci�c program within the transport stream.

In addition to the normal TS header there can be an adaption-�eld in front of the actual payload.
The existence of that adaption-�eld is signalled by one of the �ag bits. Inside the adaption-�eld
there are more �ags which tell the receiver when there is a good point to start decoding after a
program switch. Typically this is true when an I-frame is being sent.

Besides of that there is the continuity-counter, which allows the receiver to detect if a packet was
lost or duplicated.

3.2 Contents of a stream

A MPEG2 transport stream carries a lot of ancillary data, too. These tell the receiver which
programs are available with what PIDs, what names they have and what additional services like
Teletext there are.

The following table shows the most important additional data streams:

Short name Long name Description

PAT (PID 0x0000) Program Association Ta-
ble

The PAT carries a list of all programs in
this stream and a reference to the NIT

CAT (PID 0x0001) Conditional Access Table In the CAT data controlling pay-TV de-
cryption is delivered.

NIT (PID 0x0010) DVB Network Informa-
tion Table

The NIT has information about the cur-
rent transmitter network, additional fre-
quencies and locations, where the same
stream is transmitted

SDT, BAT (PID
0x0011)

Service Descriptor Table,
Bouquet Association Ta-
ble

Table with the program names and lan-
guages available in this stream

EIT (PID 0x0012) Event Information Table Contains the electronic program guide
(EPG)

PMT (PID via
PAT)

Program Map Table Delivers information about a speci�c pro-
gram; e.g. which PID is used for video,
which for audio, etc. Every program has
its own PMT.

These tables carry static data that is retransmitted every few hundred ms. If the receiver wants
to get one of the tables, it has to wayt for a moment until a new copy can be found in the transport
stream. Correspondingly the multiplexer has the job to ensure that every table is sent often enough.

3.3 Synchronisation

A last problem has to be solved before the transport stream can be sent on its journey: Since the
audio encoder works with a constant bitrate and the video-codec is very variable and even can chose
to send pictures earlier, a mechanism to synchronize the two is needed. The decoder has to know
when to display which frame in order to be able to restore the correct order.
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A possible solution for that problem is the one used by most software based MPEG2 players: A
big data bu�er is �lled with stream data before decoding starts. When that bu�er is full, a clock
starts (commonly the soundcard clock) and is used to synchronize the rest of the system. At 48KHz
audio samplerate every 1920 samples a new PAL frame has to be put onto the screen. That the
sample clock is certainly not in sync with the transmitter can be compensated by delaying a frame
once in a while or by dropping frames respectivly.

For set-top-boxes, which must not be more expensive than 20 Euros in manufacturing, this doesn't
work: The needed bu�er memory is so expensive alone that the only solution is to synchronize the
box's crystal with the encoder.

To achieve that, a lot of information about the local encoder clock state is embedded into the
stream: The program clock reference (PCR) helps adjusting the receiver's 27MHz-crystal to the
transmitter � which in the �rst STB designs was done by literally adding a varactor diode parallel
to the crystal.

Even more information is added to the stream: The packets carry decoding timestamps, which
tell the decoder when a frame needs to be decoded to serve as a dependency for other frames (e.g.
a P-frame that was sent earlier to be referenced by B-frames). Also a presentation timestamp is
included which controls when a frame is actually displayed.

3.4 Multiplexer

Finally the multiplexer has the job to combine the di�erent data streams, e.g. video and audio, but
also the PSI tables as well as other services into a single transport stream so that all packets are
available at the receiver when they are needed.

The multiplexer works according to the round-robin principle: Several inputs �ll FIFO bu�ers
and from every FIFO that has at least one packet waiting, one is taken at a time and sent out.
But as the transmitter continues to run even when no data is available, these gaps are �lled with
NULL-packets which carry the PID 0x1�f and have a payload of all zeros.

Beyond that one small thing has to be managed by the multiplexer: When a packet is put into a
FIFO, this means that the packet is going to be delayed a bit and the timestamps inside the packet
will not be correct anymore when the packet reaches the decoder. Because of that the multiplexer
has to add the time the packet stays in the FIFO to these timestamps.

When used for DVB-H the multiplexer also has to make sure that all streams are grouped together
in a way that guarantees that the decoder has to enable it's receiver as rarely as possible. This
safes power in the mobile or handheld device. But that is another complicated story which would
go well beyond the scope of this paper.

4 Channel coding

The �rst step in preparing the multiplexed stream of 188 byte packets for transmission is the energy
dispersion. Modulation and transmission works best if the transmitted data looks like random data.
Regularities in the transmitted datastream lead to some symbols appearing more frequently than
others in the modulation process, this in turn leads to an unbalanced spectrum where the energy is
distributed unevenly. This is undesirable because an unbalanced spectrum can't utilize the whole
dynamic range of the system. A DVB datastream is likely to contain a lot of regularities like
zeroed padding packets. For that reason the packets' contents (not the sync bytes � 0x47 at the
beginning of each packet) are xored with data from a pseudo random number generator (PRNG).
Every eighth packet the sync byte is inverted (to 0xB8) and the PRNG is reset. This allows the
decoder to synchronize it's PRNG with the encoder.

After the energy dispersal, a Reed-Solomon code is applied to each packet, enlarging it by 16 to
a total of 204 bytes. This means that up to eight corrupted bytes can be corrected in each packet.
This step may also be called the "outer coder". In DVB-T and DVB-S, there is a second layer of
protection called FEC or "inner coder" which we will explain later. The Reed-Solomon code works
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on bytes � a corrupted byte counts as one error, no matter how many of it's bits are erroneous.
Hence, the RS code is best suited to correct the block errors which are produced by the Viterbi
decoder encountering too many errors on the inner protection layer (FEC). If � for example � the
Viterbi (the inner) decoder goes out of sync and emits sixteen bits, those sixteen bits count as only
two or three errors for the Reed-Solomon Â (the outer) decoder.

To make the data stream even more robust, it is then interleaved. This part may also be called the
"outer interleaver" because in DVB-T there is a second interleaver, called the "inner interleaver".
Each packet is interleaved with the preceding 12 packets so that the packet's �rst byte is not
modi�ed, it's second byte is assigned the value of the last packet's second byte, it's third byte is
assigned the value of the third byte of the packet before the last one, and so on... The packet's
thirteenth byte again is not modi�ed and the interleaving procedure begins anew at this point. This
goes for 17 times as 204 divided by 12 is exactly 17. Please note that in this procedure, the sync
bytes (0x47 or 0xB8 at the beginning of packets) are not modi�ed, so that the data still looks like a
sequence of 204 byte packets afterwards. The interleaving in combination with the RS code enables
the decoder to correct up to 8 times 12 times 8 (=704) corrupted bits in a row.
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Figure 7: DVB modulator data �ow

From this point onward, the datastream is seen as bitstream � all following operations are applied
to single bits or symbols being composed of an arbitrary number of bits. This is also where we have
to split up DVB-C � as a DVB-C signal is meant to be transmitted over a cable where noise and
distortion is very low, the bitstream we have at this point can be mapped to QAM-symbols and
transmitted without further treatment.

For DVB-S and DVB-T, which are to be transmitted over the air with noise, distortion and
interference, another layer of error protection is added. A convolutional coder � also called the
"inner coder" � outputs 2 bits for every bit put into it and blows the bitstream up by a factor of
two. This bitstream can be decoded by a Viterbi decoder which works best if the corrupted bits are
randomly distributed. This is convenient as the inner coder's main task is to remove noise (which
is more or less random) from the signal in order to lower the necessary signal to noise ratio required
for proper reception. This process is also called "forward error correction" (FEC). In this mode,
the FEC eats up half of the available bandwidth � it's called a "1/2 FEC" because for every one bit
of data, two bits are transmitted. If you have good reception and noise is low, you might not want
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to waste that much bandwidth for a FEC you don't need. In this case, you might just throw away
some bits. If every fourth bit is thrown away, three bits are actually transmitted for every two data
bits. This would be called a "2/3 FEC". The process of throwing away unwanted bits is called
"punctuation". The receiver needs to know the pattern used to throw away bits and simply regards
those bits as unknown or corrupted in the decoding process. Of course, this limits the receivers
ability to correct real errors so that there is a trade-o� between bandwidth spent on FEC and the
signal level required for reception. The DVB standard allows 1/2, 2/3, 3/4, 5/6 and 7/8 FECs.

At this point, if you'd want to transmit a DVB-S signal, you could map the bitstream to symbols
and transmit those symbols. For DVB-T the process is much more complex. Where for a DVB-S
signal � transmitted from a satellite through lots of nothing and thin air � the only real problem is
noise, a DVB-T signal su�ers from re�ections on houses and hills. A DVB-T receiver might in fact
see multiple copies of the same signal, each copy delayed by a slightly di�erent amount of time.

In DVB-T, a lot of bits are transmitted simultaneously on a great number of adjoined small
carriers (1705 in 2k-mode or 6817 in 8k-mode) forming a signal about 8MHz wide. This whole
block of carriers is also called an OFDM-symbol. To lower the e�ects of small banded interferences
and fading, , the signal is interleaved a second time. This block is also called the inner interleaver.
For this matter, the bitstream is split up into n separate bitstreams where n is the number of bits
that each carrier in one OFDM-symbol carries (2 in QPSK-mode, 4 in QAM16-mode and 6 in
QAM64-mode). Each of those bistreams is then interleaved separately in blocks of 126 bits.

Not all carriers available in an OFDM-symbol are loaded with a QAM-symbol to carry data. As
the OFDM-symbol is 8MHz wide, transmission properties like phase shift, fading and distortion
might vary greatly over that frequency range. To allow the receiver to compensate for those e�ects,
some carriers are loaded with prede�ned QAMsymbols. Those carriers are called "pilots" and come
in two varieties: continual and scattered. Continual pilots are at the same place with the same
symbol in each and every OFDM-symbol. There are 45 or 177 continual pilots in each symbol in
2k or 8k mode. In addition, every twelfth carrier becomes a scattered pilot. This pattern is shifted
by three carriers, with each OFDM-symbol. This means that in the �rst symbol carriers 0, 12, 24,
36,... become scattered pilots. In the second frame, carriers 3, 15, 27, 39 are scattered pilots, and
so on... This pattern repeats itself at the �fth symbol. The pilots are boosted, which means that
they are transmitted with slightly more energy than the other carriers. This makes them stand out
in the spectrum and helps the receiver to lock onto the signal.

To decode the signal, the receiver needs to know a couple of parameters about the signal. However,
the user wants to tune into a channel without knowing details like FEC-factor, constellation and
transmission mode. For that reason, all important modulation properties are encoded into a 37 bit
long structure. This structure is then padded with sync bits and error protection resulting in a
total of 68 bits which are then called a TPS block. In each OFDM-symbol, a couple of carriers are
reserved for the TPS (17 in 2k-mode an 68 in 8k-mode). In every OFDM-symbol, only one bit of
the TPS block is transmitted by modulating this same bit on each of the TPS-carriers. This way,
a whole TPS block is transmitted every 68 OFDM-symbols. Such a block of symbols containing
exactly one TPS block is called an OFDM frame.

0 10 20 30 40 50 60

continous pilot scattered pilot TPS carrier data carrier

Figure 8: Carrier allocation for �ve consecutive DVB-T symbols (2k-mode)

After the insertion of pilots and TPS bits, 1512 of the 1705 carriers are left for the symbol's
payload (6048 of 6817 in 8k-mode). The symbol interleaver then maps the n-tuples coming out of
the inner interleaver onto those carriers. After this step, the time domain signal is generated by
applying an inverse furier transformation. A IFFT algorithm with 2048 or 8096 points is used for
that purpose. The output of a DVB-T transmitter is in fact the output of those inverse Fourier
transformations stringed together, symbol by symbol. To protect each symbol from distortion which
happens if the symbol gets mixed with delayed copies of the previous symbol reaching the receiver
by re�ection, a guard interval is inserted after each symbol. The length of the guard interval may
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be 1/4, 1/8, 1/16 or 1/32 of the symbol's length. During that time, the modulator starts over
transmitting the symbol's signal from the beginning.

Four of the OFDM-frames, each containing 68 OFDM-symbols, are grouped together to build a
superframe. In 2k mode with QPSK modulation and 1/2 FEC, such a superframe contains exactly
411264 data bits (this is the number of bits before the FEC is applied). Those bits make 51408
bytes, which make exactly 252 Reed-Solomon protected DVB-packets with a size of 204 each. The
size of the OFDM frames and superframes is carefully chosen, so that the number of bytes in any
allowed superframe always is a multiple of 204. The modulator has to make sure that the �rst
byte in each superframe is the sync byte of a DVB packet, so that the packets are aligned within
the superframes. In addition, all the pseudo random number generators, patterns and interleavers
are reset with the beginning of each superframe. A superframe is therefore the biggest connected
structure in a DVB-T signal. Each superframe can be decoded by itself, without knowledge of
the previous or following superframes. This allows the receiver to start decoding the signal at the
beginning of each superframe.

5 Modulation

If you want to impress information into an electromagnetic carrier wave, there are quite a lot of ways
to accomplish this goal. The most obvious way would be to simply switch the carrier wave on or
o�. This is also what the �rst men who built transmitters did to modulate their information on the
signal. They used a code known as the Morse code to encode their messages into a switched carrier
wave. Since then, lots of di�erent modulation techniques have been developed to satisfy a broad
variety of requirements of di�erent applications. However, it is important to know that in frequency
domain, any modulation results in a spectrum that is more or less broader than the spectrum of
the unmodulated carrier wave. This is a result of the fact that if you change any property of the
carrier wave (phase, frequency, amplitude), you have to add additional frequencies to the spectrum
in order to represent the changed signal. In time domain, modulation results in a signal that can
be described by writing down it's amplitude and phase shift compared to the unmodulated carrier
over time. This is what you see, when you look at a so called "I/Q diagram" or "constellation plot".
At any given moment, the signal can be described by a point in that diagram. The amplitude of
the signal is represented by the point's distance from the center while the phase is represented by
the point's angle of rotation around the center of the diagram. If you'd watch such a signal in slow
motion, you could see that point wandering around in the diagram.

You can use this technique to pack information on your carrier wave by encoding bits in the
position of the point at a prede�ned time. You could for example say that in your signal, the point
is either top left, top right, bottom left or bottom right in the diagram. This diagram with the
point somewhere in it is called symbol. This way, you could transmit 2 bits per symbol. This is
how DVB-S works � it is called Quadrature Phase Shift Keying. "Quadrature" because the process
of using phase and amplitude to encode information is called "Quadrature Modulation", "Phase
Shift Keying" because in this case only the phase is changed � all four points used to encode data
have the same distance from the center, only their angle is changed. The amount of information
you could transmit per second of course depends on how often you change that symbol. In DVB-S,
common symbol changing frequencies are 22 MegaSymbols/s or 27.5 MegaSymbols/s. The resulting
spectrum has a bandwidth of about 35 MHz.

In German cable networks, the bandwidth available for each carrier is limited to 8 MHz. Therefore,
the symbol rate for DVB-C is limited to about 7 MSymbols/s. To archive a data rate similar to
DVB-S, more information needs to be carried by each symbol. To archive that, more di�erent points
on the I/Q diagram are used to encode bits. DVB-C uses 16, 32, 64, 128 or even 256 di�erent points,
to encode up to eight bits per symbol. This kind of modulation is called Quadrature Amplitude
Modulation (QAM) � the number of points used is often given as number after the acronym like
in "QAM128". The QPSK modulation which is used for DVB-S could also be called QAM4. Of
course, using more positions makes the signal more vulnerable to noise as is becomes much easier
for a point to be moved to a di�erent position by a bit of noise.

A problem with that kind of modulation is, that the individual symbols are extremely short.
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If multipath interference occurs, a copy of the signal which took a detour of 10 km (perhaps by
bouncing of a small hill nearby) is delayed enough to mix each symbol with the previous one at
the receiver which would make the signal completely un-useable. While this is �ne for DVB-S and
DVB-C, it is unacceptable for terrestrial transmission, especially in urban areas. One way to make
the symbols longer would be to use even more points per symbol � something like QAM1024 or
QAM4096. In practice, this would not work - the signal would be too vulnerable to noise.

DVB-T is using a rate of only about 4000 symbols per second in 2k-mode. But instead of one single
carrier, 1705 carriers are used simultanously, each carrier having it's own I/Q diagram carrying a
couple of bits. Because the symbol rate is low, the indiviudal carriers are small, so that all 1705
of them �t into a band only 8 MHz wide. The spacing between the carriers needs to be choosen
carefully to prevent them from interferring whith each other � they need to be orthogonal. This
method of modulation is called Orthogonal Frequency Division Multiplexing or Discrete Multitone
Modulation.

6 Conclusion

To answer the question from the beginning: Yes, it is possible to build a homebrew DVB transmitter
� but it needs parts and knowhow that are not commonly available in any home workshop. Luckily
now that the hardware is available for less than 1000 Euros, more experimentation on the protocol
level should be possible. One application of this could be the replacement of the outdated Packet
Radio network run by the radio amateurs. One sad thing remains: We cannot open the FPGA
�rmware since chinese companies are already on the verge of building rogue copies � but we're
looking for a way to enable people to add more stu� to the FPGA without the need for the
modulator source. The solution here could be the IPcore supporting tools Xilinx has embedded
into its development environment.
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