
Fast Internet-Scanning –
Challenges and new approaches
Or how to become your own ISP



May I introduce myself?

• Johannes Klick, 
• CEO | Co-Founder of Alpha Strike Labs
• Internet Scanning Expert,  ICS/OT Hacker

• Discovered vulnerabilities:
• CVE-2015-2177, DoS of

Siemens SIMATIC S7-300 
• CVE-2014-6617, Softing FG-100 PB
• CVE-2015-6616, Softing FG-100 PB XSS
• Security Advisory 2015/12/02 (Traeger

Industry Comp. GmbH) S7 Firewall

• Publications on academic and applied
security conferences:

• Blackhat 2015, USA | PHDays III, Russia | ACM IMC 

| ACM SIGSAC | IEEE CNS | … 
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Motivation for this Talk

FAQ: What about Shodan.io?

Shodan:

• No raw data, not free

• No clean snapshot scans, same 
host appears multiple times due 
to dynamic IPv4 addresses
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FAQ: What about Censys.io?

Censys:

• No raw data, not free

• Some inconsistencies in the 
database

Both platforms know what are you looking for!

What are they doing with this data? 

Who might be interested in this data?
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Our Scans Censys Shodan

3,137,164 3,069,539 4,839,291

No clean snapshot scans, same host appears multiple times
due to dynamic IPv4 addresses. This increases the number of results -.-
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41 vs 35 million HTTPS hosts?
A status code is required for a full HTTP(S) handshake

Censys Inconsitencies



Packet.tel … port scans only
using masscan for ~2hours per scan
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Motivation for this Talk

I am interessted in the distribution of (vulnerable or exotic) network services on the
Internet over the time, AS and BGP prefixes.

This talk will explain how to build a framework for repeated global Internet scans 
with good data quality.

Content of this talk:

• 50% How to scan the Internet in the right way.
• Hardware setup (Server for ~30.000 Euro)
• Network setup (multiple VPS vs Colocation)
• Scanning strategy & software (architecture and principles, elastic search optimizations)
• Data enrichment (GeoIP, BGP, AS, Whois)

• 50% Scan results investigations
• Network topology maps of autonomous systems (AS)
• Distribution of vulnerable Services
• Complex combination analyses and interesting Results
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How to scan

• #1st  try:
• Take a very fast scanner and scan the internet from a single IP address?
• Bad idea, you will get blocked very fast and receive a lot of abuse messages

• #2nd try:
• Rent ~20 vserver for $4-10USD per month (globally distributed)?
• Results might be better, but nevertheless you have a big abuse message 

problem and will get kicked out by your vserver provider

• #3rd try:
• Rent a /29 IPv4 address block from an ISP, get you own whois DB entry with 

special abuse m@il contact
• Result: Some abuse messages are going directly to ISP/Maintainer
• But still a lot of abuse and block messages
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How to scan

• #4 Final Solution – BECOME YOUR OWN ISP
• Become a RIPE member: Get your own Autonomous System (AS)

and a /22 IPv4 network:
• Sign-up fee: 2000€, membership fee 1400€ / year

• Rent 2 different colocation spaces incl. an additional /29 for +350€ / month
• Buy a server for ~30.000€ 
• Use auto replies for abuse messages to inform about your research project
• Provide a way to get excluded from scans (blacklist)

Result:
• Abuse messages reduced by ~90%
• Messages about being blocked massivly reduced.
• Abuse message handling 100% done yourself

More than 1024 different source IP addresses help very much! ;-)
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Scan organization
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Scanmaster

Searchnode

Syn App

Divides the IPv4 Space into
randomized IP workpackes to the
„search nodes“, according to the
defined scan strategy.



Scan organization
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Scanmaster

Searchnode

Syn App

In case of a search node fail, the
scan master will reassign the work
package to another search node



Scan organization
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Scanmaster

Searchnode

Syn App

Divides the IPv4 Space into
randomized workpackes to the
„search nodes“, according to the
defined scan strategy.



Scan organization
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Scanmaster

Searchnode

Syn App

SYN Scanner

App Scanner

self-written in go

customized Zgrab

inetnum objects
Elastic Search



Snippet of Supported Protocols – Banner Grabbing 
(modified zgrab version)
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Some Numbers and Settings
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• Get a BGP feed to reduce the set of possible 4.3 billion IPv4 addresses
to 2.8 billion IPv4 addresses in your routing table (35% reduction of
SYN packets)

• Use (pseudo) randomized IPv4 addresses

• 70 Bytes per SYN packet * 2.8 billion IPv4 addresses = ~200 GB data

• Keep in mind: >~98% off all SYN traffic is overhead / unanswered
• HTTP: 56 mio. hosts (most used protocol) – 56 mio / 2.8  billion = 2%



Some Numbers and Settings
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• Send 1 or 2 SYNs per IPv4 address?  1 SYN seems to be sufficient

*
HTTPS results with status_codes existing

SSH results with server_key_algorithm existing

Telnet results with a banner existing

Full Handshake 1 SYN 2 SYN Censys

HTTPS 35.5 Mio 35.8 Mio 35.3 Mio

SSH 16.7 Mio 16.5 Mio 15.3 Mio

Telnet 3.1 Mio 3.2 Mio 3,1 Mio



What about speed?
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• We scan at 70mbit/s -> 6-7 hours per scan

• What happens if you scan faster than ~2 hours like packet.tel did 
from a single source IP?

Your data will degrade by 10-30 percent.

Our scan Packet.tel Difference

Open port: 443 75.8 Mio 50.7 Mio - 33%

Open port:  80 64.7 Mio 57.6 Mio - 11%

Open port:  23 7.3 Mio 6.2 Mio - 15,5%



Advanced Scanning Strategy
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• Want to scan the Internet very often for same protocol in short time?

• Scan the complete Internet once
• Then rescan only BGP prefixes with atleast 1 host in it
• You will save 25-50% of the routed IPv4 adress space and scan time!
• This is called BGP Prefix Hitlist

Shows responsive prefixes ranked by their density (dotted), the cumulative relative host
coverage (solid), and the cumulative relative address space coverage (dashed) with density ρ > 0.
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• Want to scan the Internet very often for same protocol in short time?

• Scan the complete Internet once
• Then rescan only BGP prefixes with atleast 1 host in it
• You will save 25-50% of the routed IPv4 adress space and scan time!
• This is called BGP Prefix Hitlist

https://arxiv.org/pdf/1605.05856

Shows responsive prefixes ranked by their density (dotted), the cumulative relative host
coverage (solid), and the cumulative relative address space coverage (dashed) with density ρ > 0.



Police o.O
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The bavarian
(german) police 
asked us as Internet 
Service Provider for 
the owners of our 
Scan-IPs.



Hardware Setup 

We need compute power and storage for recurrent scans: 

Data sizes of scan results (uncompressed json):

• HTTPS → 700GB

• HTTP → 300 GB

• SSH → 35 GB

• Telnet → 2 GB
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Hardware Setup – Server 3 HU – 200W (idle)

• 64 CPU Cores (AMD Epyc 7551)

• 1 TB RAM
• 16x 64 GB Dimms
• 50% of ram used for elastic search heap another 50% ram used for caching

• 40 TB SSD
• 10x 860 4TB EVO SSD - 2400 TBW and 5 year warranty
• Speed 5,8 GByte/s  read and 2,6 Gbyte/s write - 40 GB data sample
• Raid 0 – for elastic search index

• 72 TB HDD 
• 6x 12TB WD Ultrastar DC HC520 SATA 6Gb/s
• Raid 5 – longterm storage for raw data and elastic index backup
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Elastic Search Setup

• Elastic Search 7.3

• Setup several nodes with a max heap of 26 GB per node

• Otherwise JAVA VM will use 64 bit pointers instead of
commpressed oop 32 bit pointer

• 64bit pointer slowed our system by ~30-40%
• 32bit pointer using half of the memory, leading to more garbage collection

cycles -> much more performance

• For more background information read this very good article: 

https://www.elastic.co/de/blog/a-heap-of-trouble#fn3
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https://www.elastic.co/de/blog/a-heap-of-trouble#fn3


Let´s go the results
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8/23/2019 HTTPS: Top 10 ASN



HTTPS:
Top 10 ASN
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HTTPS: 
Top 10 AS +
Top 10 BGP Prefix
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AS OVH
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HTTPS: 
AS OVH+
Top 10 BGP Prefix

BGP Prefix
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HTTPS: 
AS OVH+
Top 10 BGP Prefix+
Top 5 Whois Descr.

Whois Descr.

BGP Prefix
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HTTPS: 
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HTTPS: 
AS OVH+
Top 10 BGP Prefix+
Top 5 Whois Descr.+
Top 5 Whois Prefix+
Top 15 Server.Banner

Server Banner
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HTTPS: 
AS OVH+
Top 15 Server.Banner



z
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AS Information and Whois
Descr. Are the same.

No Infrastructure information
leak.
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GoDaddy is for



Amazon whois leaks reveals customer
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Some Amazon Clients including Prefix
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Some Amazon Clients including Prefix



Amazon EC2 Infrastructure
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Amazon AWS / EC2 Prefixes + Number HTTPS Server
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Amazon AWS / EC2 Prefixes + Number HTTPS Server



Windows 2000 Server with fresh certificates
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Combination Analysis with Heartbleed 

• Query:
as.whois_best.Entry.descr:Amt AND as.inetnum_best.CountryCode:AT
AND data.heartbleed.heartbleed_vulnerable:true AND
data.tls.server_certificates.certificate.parsed.issuer.organization:
"Fortinet“

• Search for all devices on the net that are 
• in Austria contain the word "office" in the WHOIS

• have a TLS certificate from "Fortinet

• have a heartbleed vulnerability



Kombinationsanalysen mit Heartbleed 

scan date: 04/2017

(subject.common_name)



Kombinationsanalysen mit Heartbleed 

scan date: 08/2018



Public Accessible Industrial Control Systems
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Public Accessible Industrial Control Systems
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Public Accessible Industrial Control Systems

Source: www.riskviz.de Heatmap
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Heart-Bleed vulnerable pfSense FW detected in 
the Afghan Government communication Network
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Scan Date: 2017/04



Critical Infrastructure

• It is a larger german coal-fired power 
plant and at least one VPN endpoint

• ~500 MW capacity, supplies ~1.5 million 
people

Scan date: 08/2018 - Status Update: 11/208 : still out of date (already contacted them)  - New Certificate since 04/2019.   



Summary 

• Using raw data of scans with BGP, whois, and protocol specific
information enables you to:

• Identification of many external IP addresses, websites or vulnerabilities that 
may belong to a company, critical infrastructure or government agencies

• Distribution analyses in which AS / prefix certain services are used most

• Comprehensive topology / structural analysis of a specific network
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Summary 

• Get you own AS with 1024 IPv4 Addresses and a colocation space for
scanning works very good

• Scanning with 70mbit/s (6-7h) works good

• 1 SYN / 2 SYNs makes no big difference

• Scanning the Internet in ~2 hours ( ca. 200mbit/s) from a single IP 
decreases your results by 10-30%

• Scan only routed BGP-prefix will save ~35% of SYN traffic and time

• Using BGP-Prefix hitlists for fast intervall scanning can reduce the SYN 
traffic by further 25-50%
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Contact:
garak-ccc@gmx.de

Twitter:
@AlphaStrikeLabs

THE END

mailto:garak-ccc@gmx.de

